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Abstract

For stationary time series models with serial correlation, we consider generalized method of moments (GMM) estimators that use heteroskedasticity and autocorrelation consistent (HAC) positive definite weight matrices, and generalized empirical likelihood (GEL) estimators based on smoothed moment conditions. Following the analysis of Newey and Smith (2004) for independent observations, we derive second order asymptotic biases of these estimators. The inspection of bias expressions reveals that the use of smoothed GEL, in contrast to GMM, removes the bias component associated with the correlation between the moment function and its derivative, while the bias component associated with third moments depends on the employed kernel function. We also analyze the case of no serial correlation, and find that the seemingly unnecessary smoothing and HAC estimation can reduce the bias for some of the estimators.
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1 Introduction

In recent years, one step generalized empirical likelihood (GEL) estimators (Smith 1997, 2001) have attracted attention as theoretically appealing alternatives to GMM. These estimators include empirical likelihood (EL) (Qin and Lawless (1994), Imbens (1997)), exponential tilting (Kitamura and Stutzer (1997)), continuously updating GMM (CU) (Hansen, Heaton and Yaron (1996)), and other members (Imbens, Spady and Johnson (1998)). It has been established that the first order asymptotic properties of GEL estimators are identical to those of GMM estimators (Smith (1997)), but their higher order asymptotic properties are advantageous. In particular, Newey and Smith (2004) recently found that the second order asymptotic bias of GEL estimators lacks some components that are characteristic of GMM estimators when observations are independent. The EL estimator is most distinctive in that its bias has fewest components, and moreover, its bias corrected version is second order asymptotically efficient. An important fact is that in an instrumental variables regression the bias of EL estimators does not, in contrast to that of GMM estimators, grow with the number of instruments.

The latter property would make the class of (appropriately modified) GEL estimators especially attractive in numerous time series models typically estimated by GMM often using big instrument sets. The CU estimator, in particular, was initially proposed in a context of a capital asset pricing model (Hansen, Heaton and Yaron (1996)) in an attempt to improve finite sample properties of GMM. In this paper, we consider a framework with a stationary moment function that is serially correlated of possibly infinite order. In such situations the GMM weight matrix usually has a heteroskedasticity and autocorrelation consistent (HAC) form that yields positive definiteness (Andrews (1991)), while the GEL estimator should be modified to attain asymptotic efficiency by using kernel smoothing of moment conditions (Imbens (1997), Smith (1997)). We derive second order asymptotic bias expressions for the GMM and GEL estimators under mixing conditions and a sufficiently slow bandwidth growth rate. Some of our results parallel those of Newey and Smith (2004), while others reflect time series specifics. In particular, the use of smoothed GEL removes the bias component that is associated with the correlation between the moment function and its derivative and has a potential to grow with the degree of overi-
dentification. On the other hand, the bias component associated with third moments can be removed only by a judicious choice of the kernel, even in the case of EL.

In addition, we analyze the important case of no serial correlation, and draw a surprising conclusion that for the sake of reducing the finite sample bias, it is worthwhile to use the weight matrix in the HAC form in CU (but not in two step GMM!), and undertake smoothing in GEL, even though these are not necessary to do from the point of view of first order asymptotic properties (cf. Donald and Newey (2000)).

2 GMM and GEL estimators for time series

Suppose we have the following system of unconditional moment restrictions:

$$E[m(w_t, \theta)] = 0,$$  (1)

where $w_t$ is an observable random vector on which data from $t = 1$ to $t = T$ are available, $\theta$ is $k \times 1$ vector of parameters to be estimated, and $m_t \equiv m(w_t, \theta)$ is $\ell \times 1$ moment function, $\ell \geq k$. Let $\hat{m}$, $\bar{m}$, $m^*$, etc. refer to $m$ evaluated at $\hat{\theta}$, $\bar{\theta}$, $\theta^*$, etc., and the $\theta$-subscript denote first derivatives with respect to $\theta$. Let $||A||$ denote the norm $\text{tr} (A^0 A)^{1/2}$ for a matrix $A$. We make the following assumptions about the model and data generation.

**Assumption 1** The sequence $w_t$ is strictly stationary and strongly mixing with mixing coefficients $\alpha_j$ satisfying $\sum_{j=1}^{\infty} j^2 \alpha_j^{1-1/\nu} < \infty$ for some $\nu > 1$.

**Assumption 2** The following regularity conditions hold:

(a) the moment restriction (1) holds for unique $\theta \in \text{int}(\Theta)$, where $\Theta \subseteq \mathbb{R}^k$ is compact;

(b) $m(w_t, \theta^*)$ is Borel measurable for all $\theta^* \in \Theta$ and is twice continuously differentiable in $\theta^*$ for all $\theta^* \in \Theta$ and for all $w_t$ in its support;

(c) for some stationary series $d_t$ with finite $E[d_t^8]$, $\sup_{\theta^* \in \Theta} \max\{||m_t^*||, ||m_{\theta t}^*||, ||\partial m_{\theta t}^*/\partial \theta_j||, ||\partial^2 m_{\theta t}^*/\partial \theta_j \partial \theta'\| \forall j = 1, \ldots, k\} \leq d_t$, and $\max\{||m_t^* - m_t||, ||m_{\theta t}^* - m_{\theta t}||, ||\partial m_{\theta t}^*/\partial \theta_j - \partial m_{\theta t}/\partial \theta_j\| \forall j = 1, \ldots, k\} \leq d_t ||\theta^* - \theta||$ for all $\theta^* \in \Theta$;

(d) the matrices $Q = E[m_{\theta t}]$ and $V = \sum_{s=-\infty}^{\infty} E[m_t m_{t-s}']$ are of full rank.
Define the matrices

\[ \Sigma = (Q'V^{-1}Q)^{-1}, \quad \Xi = \Sigma Q'V^{-1}, \quad \Omega = V^{-1} - V^{-1}Q\Xi. \]

In constructing various estimators, we will be using, explicitly or implicitly, consistent estimates of the long run variance \( V \). Let us choose a kernel with the following properties:

**Assumption 3** The kernel function \( k(x) : [-b, b] \rightarrow [-\bar{k}, \bar{k}] \) for finite \( b \) and \( \bar{k} \) is symmetric, nonzero at 0, continuous on \((-b, b)\), continuously differentiable on \((-b, b)\) except possibly at a finite number of points, and normalized so that \( \int_{-b}^{b} k(x)dx = 1 \).

A variety of popular kernels satisfy assumption 3: truncated, Bartlett, Parzen, Tukey–Hanning (see Andrews (1991)). Define the system of weights \( \kappa(s) = \delta_T^{-1} k\left(\delta_T^{-1}s\right) \), where \( \delta_T \) is the bandwidth parameter tending to infinity more slowly than the sample size, and chosen so that \( \kappa(s) \)’s sum to unity over \( s = -r_T, -r_T+1, \ldots, r_T-1, r_T \), where \( r_T = [\delta_T b] \).

To derive the results related to asymptotic bias we require a sufficiently slow growth rate of the bandwidth:

**Assumption 4** \( \delta_T \rightarrow \infty \) and \( \delta_T = o\left(T^{1/3}\right) \) as \( T \rightarrow \infty \).

Define the smoothed moment function

\[ m^\kappa_t = \sum_{s=-r_T}^{r_T} \kappa(s)m_{t-s}, \]

and let other objects with \( \kappa \)-superscripts (like \( m^\kappa_{gt} \)) be defined analogously. The convention is the following: if some time index of a summand is beyond the sample limits, the entire summand is dropped. Let us denote

\[ \rho_2 = \int_{-b}^{b} k(x)^2dx, \quad \rho_3 = \int_{-b}^{b} k(x)^3dx. \]

Define the induced kernel (Smith (2001)) defined on \([-2b, 2b]\) to be proportional to the self-convolution of \( k(x) \) and normalized so that \( k^*(0) = 1 \):

\[ k^*(x) = \rho_2^{-1} \int_{-b}^{b} k(x+y)k(y)dy, \]

and let the associated system of weights be \( \kappa^*(s) = \delta_T^{-1}k^*\left(\delta_T^{-1}s\right) \).
In constructing the efficient weight matrix for the generalized method of moments (GMM) estimator, researchers most often use HAC matrices that are positive definite. For comparability with other estimators defined below, we assume that the weight matrix is constructed in the form (cf. Smith (2001, section 2.4))

$$
\rho^{-1} \delta_T \sum_{t=1}^{T+r_T} m_t^e m_t'^e,
$$

which equals, up to an order that has no impact on the second order bias,

$$
\delta_T \sum_{t=1}^{T} \sum_{s=-2r_T}^{2r_T} \kappa^*(s) m_t m_{t-s},
$$

which in turn is a consistent and positive definite estimator of $V$ and has a habitual form for a HAC weight matrix. The two step GMM estimator $\hat{\theta}_{GMM}$ (Hansen (1982)) is

$$
\arg \min_{\theta \in \Theta} \left( \sum_{t=1}^{T} m(w_t, \theta) \right)' \left( \sum_{t=1}^{T+r_T} \tilde{m}_t^e \tilde{m}_t'^e \right)^{-1} \left( \sum_{t=1}^{T} m(w_t, \theta) \right), \tag{2}
$$

where $\bar{\theta}$ is the first step preliminary (possibly asymptotically inefficient) GMM estimator. Other variants of efficient GMM iterate one more time or to convergence. Let $W$ denote the probability limit of weight matrix used at the preliminary step, and $\Xi_W = (Q'WQ)^{-1} Q'W$. If $\bar{\theta}$ is asymptotically efficient, then $\Xi_W = \Xi$.

The continuously updating (CU) estimator $\hat{\theta}_{CU}$ (Hansen, Heaton and Yaron (1996)) is

$$
\arg \min_{\theta \in \Theta} \left( \sum_{t=1}^{T} m(w_t, \theta) \right)' \left( \sum_{t=1}^{T+r_T} m^e(w_t, \theta) m^e(w_t, \theta)' \right)^{-1} \left( \sum_{t=1}^{T} m(w_t, \theta) \right), \tag{3}
$$

The baseline generalized empirical likelihood (GEL) estimator $\hat{\theta}_{GEL}$ together with the $\ell \times 1$ vector of additional parameters $\hat{\lambda}_{GEL}$ solves the saddle point problem

$$
\min_{\theta \in \Theta} \sup_{\lambda, \lambda' m_t \in \Upsilon} \sum_{t=1}^{T} h(\lambda' m(w_t, \theta)), \tag{4}
$$

where the scalar function $h(\varsigma)$ and set $\Upsilon$ index members of the GEL class. When $h(\varsigma) = \log(1 - \varsigma)$ and $\Upsilon = (-\infty, 1)$, it is the empirical likelihood estimator; when $h(\varsigma) = 1 - \exp(\varsigma)$, it is the exponential tilting estimator; when $h(\varsigma) = -\frac{1}{2}\varsigma^2 - \varsigma$, it is the CU estimator with a non-HAC weight matrix (Newey and Smith (2004)). Let $h(\varsigma)$ satisfy
Assumption 5 The function \( h(\varsigma) \) is concave and three times continuously differentiable on \( \Upsilon \), an open interval containing zero, has bounded Lipschitz third derivative in a neighborhood of zero, and is normalized so that \( h_0 = 0, h_1 = h_2 = -1 \), where \( h_r = \partial^r h(0)/\partial \varsigma^r \).

The GEL estimator is generally inefficient when serial correlation in \( m_t \) is present. To construct an efficient estimator when there is serial correlation of unknown order, the problem is modified in the following way. As suggested by Kitamura and Stutzer (1997) and Smith (1997), the moment function is smoothed using the system of weights \( \kappa(s) \). The saddle point problem for the smoothed generalized empirical likelihood (SGEL) estimator \( \hat{\theta}_{\text{SGEL}} \) and the associated \( \ell \times 1 \) vector of additional parameters \( \hat{\lambda}_{\text{SGEL}} \) is

\[
\min_{\theta \in \Theta} \sup_{\lambda: X^\alpha_m \in \Upsilon} \sum_{t=T+1}^{T+T_r} h(X^\alpha_m(w_t, \theta)).
\]

Note that quadratic \( h(\varsigma) \) leads to the CU estimator (3).

The GMM, CU, and SGEL estimators have the same asymptotic distribution \( N(0, \Sigma) \) (Hansen (1982), Smith (1997)).

3 Asymptotic bias of GMM and GEL estimators

Nagar (1959) type asymptotic expansions have become a standard tool of analyzing finite sample behavior of first order asymptotically efficient estimators. Aside from Newey and Smith (2004), they have been recently undertaken, for example, in Rilstone, Srivastava and Ullah (1996) for a variety of nonlinear estimators. In the time series context, early papers were interested in expansions of simple statistics in simple models; for example, Phillips (1977) derived the Edgeworth expansion for the OLS estimator and associated \( t \) statistic in a first order autoregression. Recently, Bao and Ullah (2003) have derived stochastic expansions for various estimators in nonlinear time series models, although no variance estimators in the HAC form are used. Higher order properties of GMM test statistics that employ HAC variance matrix estimators have been explored in the bootstrap literature (e.g., Götze and Künsch (1996) and Inoue and Shintani (2003)). In particular, it follows from Lemmas A1–A4 in Inoue and Shintani (2003) that the leading asymptotically vanishing term in the Edgeworth expansion for recentered and normalized
GMM estimators has the order $T^{-1/2}$ unaffected by HAC estimation, while the order of
the next term depends both on the bandwidth and on the characteristic exponent of the
kernel function.

Denote the $j^{th}$ column of the identity matrix by $e_j$, and let

$$B_{m^3} (u, v) = \Xi E \left[ m_t m_{t-u} \Omega m_{t-v} \right],$$
$$B_{\partial m \Omega m} (u) = -\Sigma E \left[ m_{\theta t} \Omega m_{t-u} \right],$$
$$B_W (u) = \Xi \sum_{j=1}^{k} E \left[ \frac{\partial m_{\theta t}}{\partial \theta_j} \Omega V_{\xi W} e_j \right],$$
$$B_{\partial m \xi m} = \Xi \sum_{u=-\infty}^{+\infty} E \left[ m_{\theta t} \xi m_{t-u} \right],$$
$$B_{\partial^2 m} = -\Xi \sum_{j=1}^{k} E \left[ \frac{\partial m_{\theta t}}{\partial \theta_j} \frac{\Sigma}{2} e_j \right].$$

**Theorem 1** Under assumptions 1–5, the asymptotic biases of order $T^{-1}$ for the GMM, 
CU and SGEL estimators are

$$B_{GMM} = \sum_{u=-\infty}^{+\infty} \sum_{v=-\infty}^{+\infty} B_{m^3} (u, v) + \sum_{u=-\infty}^{+\infty} B_{\partial m \Omega m} (u) + \sum_{u=-\infty}^{+\infty} B_W (u) + B_{\partial m \xi m} + B_{\partial^2 m},$$
$$B_{CU} = \sum_{u=-\infty}^{+\infty} \sum_{u=-\infty}^{+\infty} B_{m^3} (u, v) + B_{\partial m \xi m} + B_{\partial^2 m},$$
$$B_{SGEL} = \left( 1 + \frac{h_3 \rho_3}{2 \rho_2^2} \right) \sum_{u=-\infty}^{+\infty} \sum_{v=-\infty}^{+\infty} B_{m^3} (u, v) + B_{\partial m \xi m} + B_{\partial^2 m}. $$

When observations are independent, the formulas coincide with their simpler counterparts from Newey and Smith (2004), except for the presence of the “$m^3$” component in $B_{SGEL}$ even in the case of EL due to smoothing when there is no need to smooth. All bias expressions involve third moments of the moment function. However, in the case of SGEL this term is scaled by a factor that depends on the choice of the kernel and may be manipulated with (see below). Note that because CU is a special case of SGEL with $h_3 = 0$, this factor for CU is unity and does not depend on the kernel.

As in Newey and Smith (2004), there are two common components “$\partial m \xi m$” and “$\partial^2 m$” in all bias formulas which are present even under exact identification and represent the bias of the method of moments estimator based on the infeasible optimal combination
of moment conditions. The “W” term in $B_{GMM}$ vanishes if the first step estimator $\tilde{\theta}$ arrives from the efficient GMM (then $\Omega V \Xi_W = 0$). The GMM estimator also has the bias component “$\partial m \Omega m$”, the long run covariance between the moment function and its derivative, which is absent from bias expressions of the others. Newey and Smith (2004) establish that in cross sectional models estimated by instrumental variables, this bias component grows linearly with the number of instruments. Use of SGEL estimators removes this term critical for finite sample properties of the GMM estimator.

As noted above, the first bias term in $B_{SGEL}$ can be removed by a judicious choice of the kernel function. Consider empirical likelihood estimation ($h_3 = -2$), in which case that term can be removed by setting $\rho_3 \rho_2^{-2} = 1$ (alternatively, the factor can be tuned to offset other bias components, which, however, does not seem realistic in practice). It turns out that among positive kernels only the truncated kernel satisfies this condition, due to the Cauchy–Schwarz inequality $(\int k(x)^2 dx)^2 \leq \int k(x)dx \cdot \int k(x)^3 dx$. It is this smoother that was originally proposed, although for the sake of simplicity, in Kitamura and Stutzer (1997). Among nonpositive kernels, there are many that achieve $\rho_3 \rho_2^{-2} = 1$, for example, $k(x) = 0.515x^4 - 1.809x^2 + 1$, $|x| \leq 1$.

To better understand the sources of some bias components, we follow Donald and Newey (2000) and look at first order conditions (FOC). The FOC for SGEL (omitting limits of summation) are

$$
\left( \sum_t \frac{\partial h(\hat{\lambda} \hat{m}_t^\epsilon)}{\partial \varsigma} \hat{m}_t^\epsilon e_j \right)' \left( \sum_t \phi(\hat{\lambda} \hat{m}_t^\xi) \hat{m}_t^\xi \hat{m}_t^{\epsilon''} \right)^{-1} \sum_t \hat{m}_t^\xi = 0
$$

for all $j = 1, \cdots, k$, where $\phi(\varsigma) \equiv - (\partial h(\varsigma) / \partial \varsigma + 1) / \varsigma$ (note that $\phi(0) \equiv \lim_{\varsigma \to 0} \phi(\varsigma) = 1$). Donald and Newey (2000) explain the absence of the “$\partial m \Omega m$” bias component for the CU estimator on serially correlated data with a HAC weight matrix by the fact that the Jacobian term in the FOC is a sum of residuals from a projection of moment derivatives on moments, and thus is orthogonal to the moment function. Likewise, in the case of SGEL the Jacobian can also be represented as a sum of residuals of the following type:

$$
- \frac{\partial h(\hat{\lambda} \hat{m}_t^\epsilon)}{\partial \varsigma} \hat{m}_t^\varsigma e_j = \hat{m}_t^\varsigma e_j - \sum_{s} \phi(\hat{\lambda} \hat{m}_s^\xi) \hat{m}_s^\varsigma e_j \left( \hat{m}_t^{\epsilon''} \left( \sum_s \phi(\hat{\lambda} \hat{m}_s^\xi) \hat{m}_s^\xi \hat{m}_s^{\epsilon''} \right)^{-1} \hat{m}_t^\epsilon \right).
$$

Here the sample projection coefficients do properly estimate the population projection coefficients when there is serial correlation.
Regarding the “$m^3$" bias component, the situation is complicated by the fact that the second moment FOC term is in the denominator. However, in the neighborhood of $\hat{\lambda} = 0$,

$$
\left( \sum_t \varphi(\hat{\lambda} \hat{m}_t^\kappa)\hat{m}_t^\kappa \hat{m}_t^\kappa \right)^{-1} = \left( \sum_t \hat{m}_t^\kappa \hat{m}_t^\kappa + \sum_t \psi(\hat{\lambda} \hat{m}_t^\kappa)\hat{m}_t^\kappa \hat{m}_t^\kappa \hat{m}_t^\kappa \right)^{-1}
$$

$$
\approx \left( \sum_t \hat{m}_t^\kappa \hat{m}_t^\kappa \right)^{-1} \left( I - \sum_t \psi(\hat{\lambda} \hat{m}_t^\kappa)\hat{m}_t^\kappa \hat{m}_t^\kappa \hat{m}_t^\kappa \right) \left( \sum_t \hat{m}_t^\kappa \hat{m}_t^\kappa \right)^{-1}
$$

$$
= \left( \sum_t \hat{m}_t^\kappa \hat{m}_t^\kappa \right)^{-1} \left( \sum_t \zeta_t \right) \left( \sum_t \hat{m}_t^\kappa \hat{m}_t^\kappa \right)^{-1},
$$

where $\psi(\varsigma) \equiv (\varphi(\varsigma) - 1) / \varsigma$ (note that $\psi(0) \equiv \lim_{\varsigma \to 0} \psi(\varsigma) = -h_3/2$), and

$$
\zeta_t \equiv \hat{m}_t^\kappa \hat{m}_t^\kappa - \sum_t \psi(\lambda^t \hat{m}_t^\kappa)\hat{m}_t^\kappa \hat{m}_t^\kappa \left( \hat{m}_t^\kappa \left( \sum_s \varphi(\lambda^s \hat{m}_s^\kappa)\hat{m}_s^\kappa \hat{m}_s^\kappa \right)^{-1} \hat{m}_t^\kappa \right).
$$

The inverted second moment FOC term asymptotically equals a sandwich with the middle matrix having summands that may or may not be residuals from the projection of squares of moments on moments. In the IID setting without smoothing, the sample projection coefficients properly estimate the population counterparts when $\psi(0) = \varphi(0)$ which holds when $h_3 = -2$. This explains why in the IID setting EL estimation removes the “$m^3$" bias component, while GEL with $h_3 \neq -2$ does not. When there is serial correlation, kernel smoothing provides consistent estimation of projection coefficients but also requires additional multipliers creating a new disparity, hence the presence of the “$m^3$" bias component even for the smoothed EL.

4 Serially uncorrelated moment function

Consider now the important case when $m_t$ is serially uncorrelated, but not IID across time. Then the standard practice is to use a non-HAC form of weight matrices when applying GMM or CU, and to use the GEL estimator (4) without smoothing.

**Theorem 2** Suppose that $E [m_t m_{t-s}] = 0$ for all $s \neq 0$, a non-HAC weight matrix is used for GMM and CU, and no smoothing is used for GEL. Under assumptions 1–2 and 5,
the asymptotic biases of order $T^{-1}$ for the GMM, CU and GEL estimators are

$$B_{GMM} = \sum_{u=-\infty}^{+\infty} B_{m^3}(u,0) + \sum_{u=-\infty}^{+\infty} B_{\partial m \Omega m}(u) + B_W(0) + B_{\partial m \Xi m} + B_{\partial^2 m},$$

$$B_{CU} = \sum_{u=-\infty}^{+\infty} B_{m^3}(u,0) + \sum_{u\neq 0} B_{\partial m \Omega m}(u) + B_{\partial m \Xi m} + B_{\partial^2 m},$$

$$B_{GEL} = \left(1 + \frac{h_3}{2}\right) B_{m^3}(0,0) + \sum_{u\neq 0} B_{m^3}(u,0) + \sum_{u\neq 0} B_{\partial m \Omega m}(u) + B_{\partial m \Xi m} + B_{\partial^2 m}.$$ 

If in addition $E[m_t|w_{t-1}, w_{t-2}, \ldots] = 0$, the signs $\sum_{u=-\infty}^{+\infty}$ and $\sum_{u\neq 0}$ can be replaced, respectively, by $\sum_{u\geq 0}$ and $\sum_{u>0}$.

Without smoothing, the sample projection coefficients do not properly estimate population counterparts when moments and derivatives are correlated, so the summands of the Jacobian and second moment FOC terms do not contain sample residuals any longer and hence are not orthogonal to the moment function. Most importantly, in the absence of smoothing the problematic Jacobian-related bias component can be only partially removed by using GEL. Taking this to be the primary concern, and comparing the results of Theorems 1 and 2, we can draw several important conclusions: when the moment function is serially uncorrelated, but not IID across time, smoothing the moment function in GEL tends to reduce the bias, and so does use of weight matrices in the HAC form in CU (cf. Donald and Newey (2000)), albeit not in GMM.

In addition, it can be concluded that an attempt to turn the problem with serially correlated errors into one with no serial correlation by prewhitening the moment function in order to avoid practical complications arising from smoothing will likely lead to a bigger bias compared to use of smoothing. The prewhitening will not eliminate correlatedness between the moment function and its derivatives, while the smoothing will.
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Appendix: proofs

Denote

\[ \zeta_T = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} m_t, \quad \Delta_{\theta m} = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} (m_{\theta t} - Q), \quad \Delta_{mm} = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} (m_t m'_t - V). \]

In what follows, we omit subscripts referring to estimator types when it does not cause ambiguity. Unless stated explicitly, all summations with indices \( s, u, v \) are two-sided infinite. Less essential proofs are omitted to save space.

Lemma 1 Under assumptions 1–2, the following infinite summations converge for all \( i, j, k: \sum_u |E[m_{i,t-u} \partial m_{j,t}/\partial \theta_k]|, \sum_u u^2 |E[m_{i,t} m_{j,t-u}]|, \sum_u \sum_v (|u| + |v|) |E[m_{i,t} m_{j,t-u} m'_{k,t-v}]|.

Lemma 2 Under assumptions 1–2, the following are \( o(1): E[\Delta_{\theta m} \Xi_{\theta T}] - \sum_s E[m_{\theta t} \Xi_{m_{t-s}}], E[\Delta_{\theta m} \Omega_{\theta T}] - \sum_s E[m_{\theta t} \Omega_{m_{t-s}}], E[\Delta_{mm} \Xi_{\theta T}] - \sum_s E[m_{m_t} \Omega_{m_{t-s}}], E[\Xi_{\theta T} (\Xi_{\Xi T})^\prime] - \Sigma, E[\Omega_{\theta T} (\Xi_{\Xi T})^\prime], E[\Omega_{\theta T} (\Omega_{\Xi T})^\prime] - \Omega. \)

Proof. All results are obtained in the same way, using \( \Xi_{\Xi T} = \Sigma, \Omega_{\Xi T} = 0 \) and \( \Omega_{\Omega T} = \Omega, \) and convergence in lemma 1. For example, \( E[\Delta_{\theta m} \Xi_{\theta T}] = T^{-1} \sum_{t=1}^{T} E\{m_{\theta t} \Xi_{m_{t-s}}\} = \sum_{s=-(T-1)}^{T-1} (1 - |s|/T) E\{m_{\theta t} \Xi_{m_{t-s}}\} \to \sum_s E\{m_{\theta t} \Xi_{m_{t-s}}\}. \) Q.E.D.

Lemma 3 Under assumptions 1–4, the following is true:

\[ \begin{align*}
(a) & \quad \frac{1}{T} \sum_{t=1-r_T}^{T+r_T} \frac{\partial m_{\theta t}}{\partial \theta_j} = E\left[ \frac{\partial m_{\theta t}}{\partial \theta_j} \right] + O_p\left( \frac{1}{\sqrt{T}} \right); \\
(b) & \quad \frac{1}{T} \sum_{t=1-r_T}^{T+r_T} \sum_{u=1-r_T}^{1+r_T} m'_u m''_t - \frac{\rho_2}{\delta_T} V, \quad \frac{1}{T} \sum_{t=1-r_T}^{T+r_T} \frac{\partial m'_u m''_t}{\partial \theta_j} - \frac{\rho_2}{\delta_T} \sum_{u=-\infty}^{+\infty} E\left[ \frac{\partial m_{\theta t} m_{j,t-u}}{\partial \theta_j} \right], \quad \text{and} \\
& \quad \frac{1}{T} \sum_{t=1-r_T}^{T+r_T} m'_u (e'_u m''_t + e''_u m'_t) - \frac{\rho_2}{\delta_T} \sum_{u=-\infty}^{+\infty} E\{m'_{\theta t} (e'_u m_{j,t-u} + e''_u m'_{j,t-u})\} \quad \text{are} \\
& \quad O_p\left( \frac{\delta_T}{\sqrt{T}} + \frac{1}{\delta_T \sqrt{T}} \right); \\
(c) & \quad \frac{\rho_2}{\sqrt{T}} \sum_{t=1-r_T}^{T+r_T} m'_u m''_u \Omega_{\theta T} - \sum_{u=-\infty}^{+\infty} \sum_{v=-\infty}^{+\infty} E\{m_{\theta t} m'_{j,t-u} \Omega_{m_{t-v}}\} = O\left( \frac{\delta_T^3}{T} + \frac{1}{\delta_T} \right); \\
(d) & \quad \frac{1}{T} \sum_{t=1-r_T}^{T+r_T} m'_u m''_u m''_t - \frac{\rho_3}{\delta_T} \sum_{u=-\infty}^{+\infty} \sum_{v=-\infty}^{+\infty} E\{m_{\theta t} m_{j,t-u} m'_{j,t-v}\} = O_p\left( \frac{\delta_T}{T} + \frac{1}{\delta_T} + \frac{1}{\delta_T \sqrt{T}} \right).
\end{align*} \]
Proof. In (a),
\[
\sum_{t=1-r_T}^{T+r_T} \frac{\partial m^\alpha_{it}}{\partial \theta_j} = \sum_{t=1}^{T} \frac{\partial m_{it}}{\partial \theta_j}.
\]
By the LLN and CLT for $\alpha$-mixing sequences,
\[
T^{-1} \sum_{t=1}^{T} \frac{\partial m_{it}}{\partial \theta_j} = E \left[ \frac{\partial m_{it}}{\partial \theta_j} \right] + O_p \left( \frac{1}{\sqrt{T}} \right).
\]
In (b),
\[
\sum_{t=1-r_T}^{T+r_T} m^\alpha_t m^\alpha_t = \sum_{t=1-r_T}^{T+r_T} \sum_{s=-r_T}^{r_T} \kappa(s) m_{i-s} \sum_{v=-r_T}^{r_T} \kappa(v) m_{i-v}
\]
\[
= (\rho_2 + O(\delta_T^{-1})) \sum_{t=1-r_T}^{T+r_T} \sum_{u=-2r_T}^{2r_T} \kappa(u) m_{i-t-u} + O_p(\delta_T).
\]
Here, the term $O(\delta_T^{-1})$ is the mismatch between discrete and continuous versions of the kernel, and $O_p(\delta_T)$ is due to boundary effects. From lemma 1, $\sum_u u^2 \| E [m_{i,t-u}] \| < \infty$. The characteristic exponent (Parzen (1957)) of $k^*(x)$ is at least 1 (because as $x \to 0$, $|1-k^*(x)|/|x| = \rho_2^{-1} \int (k(y) - k(y+x))k(y)dy/|x| = \rho_2^{-1} \int (x+o(|x|))k'(y)k(y)dy/|x| < \infty$), hence
\[
\frac{\delta_T}{T} \sum_{t=1}^{T} \sum_{u=-2r_T}^{2r_T} \kappa^*(u) m_{i-t-u} = V + O_p \left( \frac{1}{\delta_T} + \sqrt{\frac{\delta_T}{T}} \right)
\]
(Parzen (1957, theorem 5)), so the first statement holds. Other statements are handled similarly. In (c),
\[
E \left[ \sum_{t=1-r_T}^{T+r_T} m^\alpha_t m^\alpha_t \sum_{t=1}^{T} m_{it} \right] = (\rho_2 + O(\delta_T^{-1})) E \left[ \sum_{t=1-r_T}^{T+r_T} \sum_{u=-2r_T}^{2r_T} \kappa^*(u) m_{i-t-u} \sum_{t=1}^{T} m_{it} \right] + O(\delta_T^2)
\]
\[
= (\rho_2 + O(\delta_T^{-1})) \sum_{u=-2r_T}^{2r_T} \kappa^*(u) \sum_{v=-T+1}^{T-1} (T-|v|) E [m_{i-t-u}m_{i,t-v}] + O(\delta_T^2).
\]
From lemma 1, $\sum_u \sum_v \| E [m_{i,t-u}m_{i,t-v}] \| < \infty$. Then, because
\[
\sum_{u=-2r_T}^{2r_T} \kappa^* \left( \frac{u}{\delta_T} \right) \sum_{v=-T+1}^{T-1} (T-|v|) \sum_{u=-\infty}^{+\infty} \sum_{v=-\infty}^{+\infty} E [m_{i,t-u}m_{i,t-v}] \rightarrow \sum_{u=-\infty}^{+\infty} \sum_{v=-\infty}^{+\infty} E [m_{i,t-u}m_{i,t-v}]
\]
as $T \to \infty$ and $\delta_T \to \infty$, the result follows. In (d), for any combination of indices $i,j,l = 1, \cdots, \ell$ we have
\[
\sum_{t=1-r_T}^{T+r_T} m_{it}^* m_{jt}^* m_{lt}^* = \sum_{t=1-r_T}^{T+r_T} \sum_{s=-r_T}^{r_T} \kappa(s) m_{i,t-s} \sum_{u=-r_T}^{r_T} \kappa(u) m_{j,t-u} \sum_{v=-r_T}^{r_T} \kappa(v) m_{l,t-v} \\
= (\rho_3 + O(\delta_T^{-1})) \sum_{t=1-r_T}^{T+r_T} \sum_{u=-2r_T}^{2r_T} \sum_{v=-2r_T}^{2r_T} \kappa^{**}(u,v) m_{it} m_{j,t-u} m_{l,t-v} + O_p(\delta_T),
\]

where \(\kappa^{**}(u,v) = \delta_T^{-2} \kappa^{**}(\delta_T^{-1} u, \delta_T^{-1} v)\), and \(k^{**}(y, z) = \rho_3^{-1} \int_{-\infty}^{+\infty} k(x) k(x+y) k(x+z) dx\) is the bispectral estimating kernel (Rosenblatt and Van Ness (1965)), symmetric, continuous in both arguments at \((0,0)\) and normalized so that \(k^{**}(0,0) = 1\). Because \(\sum_{u} \sum_{v} (|u| + |v|) \| E [m_{it} m_{j,t-u} m_{l,t-v}] \| < \infty\) by lemma 1 and since the order of \(k^{**}(y, z)\) is at least 1 (because as \(y \to 0\) and \(z \to 0\), \(|1 - k^{**}(y, z)|/|y + z| = \rho_3^{-1} |f(k(x)^2-k(x+y)k(x+z))k(x)dx/|y + z| = \rho_3^{-1} |f((y + z) + o(|y + z|))k(x)k(x)^2dx/|y + z| < \infty\),

\[
\frac{\delta^2 T}{T} \sum_{t=1-r_T}^{T+r_T} \sum_{u=-2r_T}^{2r_T} \sum_{v=-2r_T}^{2r_T} \kappa^{**}(u,v) m_{it} m_{j,t-u} m_{l,t-v} = \sum_{u=-\infty}^{\infty} \sum_{v=-\infty}^{\infty} E [m_{it} m_{j,t-u} m_{l,t-v}] + O_p \left( \frac{1}{\delta_T + 1/\sqrt{T}} \right)
\]

(Rosenblatt and Van Ness (1965, theorems 4-5)), and the result follows. Q.E.D.

Lemma 4 Under assumptions 1–5, for \((\theta'' \lambda'')'\) lying between \((\hat{\theta}' \hat{\lambda}'_{S\text{GEL}})'\) and \((\theta' 0)'\),

\[
T^{-1} \sum_{t=1-r_T}^{T+r_T} \partial^2 (h_1(\lambda m_t^*) m_{\theta t}^* \lambda^*) / \partial \theta' \partial \theta_j = O_p \left( \delta_T / \sqrt{T} \right);
\]

\[
T^{-1} \sum_{t=1-r_T}^{T+r_T} \partial^2 (h_1(\lambda m_t^*) m_{\theta t}^* \lambda^*) / \partial \theta' \partial \theta_j = -E [\partial m_{\theta t} / \partial \theta_j] + O_p \left( \delta_T / T + 1/\sqrt{T} \right);
\]

\[
T^{-1} \sum_{t=1-r_T}^{T+r_T} \partial^2 (h_1(\lambda m_t^*) m_{\theta t}^* \lambda^*) / \partial \lambda' \partial \lambda_j = -E [\partial m_{\theta t} / \partial \theta_j] + O_p \left( \delta_T / T + 1/\sqrt{T} \right);
\]

\[
T^{-1} \sum_{t=1-r_T}^{T+r_T} \partial^2 (h_1(\lambda m_t^*) m_{\theta t}^* \lambda^*) / \partial \theta' \partial \lambda_j = -\rho_3 \delta_T^{-1} \sum_u E [m_{\theta t} (\epsilon_i m_{t-u} + \epsilon_i m_{t-u}^*)] + O_p \left( \delta_T / T + 1/\sqrt{T} \right);
\]

\[
T^{-1} \sum_{t=1-r_T}^{T+r_T} \partial^2 (h_1(\lambda m_t^*) m_{\theta t}^* \lambda^*) / \partial \lambda' \partial \lambda_j = h_3 \rho_3 \delta_T^{-2} \sum_u E [m_{it} m_{j,t-u} m_{l,t-v}] + O_p \left( \delta_T / T + 1/\sqrt{T} \right);
\]

\[
T^{-1} \sum_{t=1-r_T}^{T+r_T} \partial^2 (h_1(\lambda m_t^*) m_{\theta t}^* \lambda^*) / \partial \theta' \partial \lambda_j = h_3 \rho_3 \delta_T^{-2} \sum_u E [m_{it} m_{j,t-u} m_{l,t-v}] + O_p \left( \delta_T / T + 1/\sqrt{T} \right).
\]

Proof. Note that \(\|f_t^{**}\| = \| \sum_{s=-r_T}^{r_T} \kappa(s) f_{t-s} \| \leq \sum_{s=-r_T}^{r_T} |\kappa(s)| \| f_{t-s} \| \leq |d_t^{[\kappa]}|, \|f_t^{**} - f_t^{**}\| = \| \sum_{s=-r_T}^{r_T} \kappa(s) (f_{t-s} - f_{t-s}) \| \leq \sum_{s=-r_T}^{r_T} |\kappa(s)| \| f_{t-s} - f_{t-s} \| \leq |d_t^{[\kappa]}| \|\theta' - \theta\|\) for \(f_t\) equal \(m_t, m_{\theta t}, \partial m_{\theta t} / \partial \theta_j\) and \(\partial^2 m_t / \partial \theta_j \partial \theta' \) if \(j = 1, \ldots, k\), where \(|d_t^{[\kappa]}| \equiv \sum_{s=-r_T}^{r_T} |\kappa(s)| |d_t| \).

A norm of any quantity in the lemma can be bounded by a sum of norms of three types. The first type includes terms \(T^{-1} \sum_{t=1-r_T}^{T+r_T} f_t^{**} \leq \rho_{\epsilon, \xi} \delta_T^{-1} \sum_{s=-r_T}^{r_T} |\kappa(s)| E [f_t]\) for \(f_t\) equal \(\partial m_{\theta t} / \partial \theta_j\),
\[ m_{\theta t}m_{\theta t} + m_{t}m_{\theta t}, m_{\theta t}^2m_{\theta t} + m_{t}^2m_{\theta t}, \text{ and } k \text{ superscripts all } \xi_m \text{ inclusions (} \xi_m \in \{1, 2, 3\} \text{) of } m \] (we define \( \rho_1 = 1 \)). The orders of magnitude for these terms are given in lemma 3(a,b,d). The second type includes terms \( \left\| T^{-1} \sum_{t=1}^{T+r_T} (f_t^* \partial_{\xi} h (\lambda^* m_{\kappa}^* ) / \partial_{\kappa} - f_t^* h_{\mu}) \right\| \)

for \( f_t^* \) equal \( \partial_{\theta_j} m_{\theta t}^*, m_{\theta t}^* m_{\theta t}^*, m_{\theta t}^* m_{\theta t}^* m_{\theta t}^* \) or \( m_{\theta t}^* m_{\theta t}^* m_{\theta t}^* \) with \( \xi_m \) inclusions (\( \xi_m \in \{1, 2, 3\} \)) of \( m \), and \( \mu \in \{1, 2, 3\} \). Such terms do not exceed by assumption 2, the triangular and Cauchy–Schwarz inequalities, and the Lipschitz property of \( \partial_{\xi} h (\xi) / \partial_{\kappa} \mu \),

\[
h_{\mu} \frac{1}{T} \sum_{t=1-r_T}^{T+r_T} \left\| f_t^* - f_t^* \right\| + \frac{1}{T} \sum_{t=1-r_T}^{T+r_T} \left\| (\partial_{\xi} h (\lambda^* m_{\kappa}^* ) / \partial_{\kappa} - h_{\mu}) f_t^* \right\|
\]

because the first term is \( O_p \left( \delta_{T}^{1-\xi_m} \cdot 1/\sqrt{T} \right) \) and the last term is \( O_p \left( \delta_{T}^{1-\xi_m} \cdot \delta_{T}/\sqrt{T} \right) \) by arguments similar to the proof of lemma 3. Here \( g_t^* \) has one fewer inclusion than \( f_t^* \) does.

Finally, the third type includes terms \( \left\| T^{-1} \sum_{t=1-r_T}^{T+r_T} f_t^* \partial_{\xi} h (\lambda^* m_{\kappa}^* ) / \partial_{\kappa} \right\| \) for \( f_t^* \) equal to a product of \( \xi_m \) copies (\( \xi_m \in \{1, 2, 3\} \)) of \( m_{\theta t}^*, m_{\theta t}^* \), \( \partial_{\theta j} m_{\theta t}^* / \partial_{\theta j} \) or \( \sum_{i=1}^{T} \partial_{\theta j} m_{\theta t}^* / \partial_{\theta j} \partial_{\theta j} \), and \( \lambda^* \) in \( \xi_{\lambda} \leq \xi_m \) copies. Such terms do not exceed by assumption 2, the triangular and Cauchy–Schwarz inequalities, continuity and boundedness of \( \partial_{\xi} h (\xi) / \partial_{\kappa} \mu \),

\[
C \frac{1}{T} \sum_{t=1-r_T}^{T+r_T} \left\| f_t^* \right\| \left\| \lambda^* \right\|^{\xi_{\lambda}} = O_p \left( \delta_{T}^{1-\xi_m} \delta_{T}/\sqrt{T} \right)^{\xi_{\lambda}}
\]

When adding up, we take into account that some remainders’ orders swallow others’.

Q.E.D.

**Proof of Theorem 1.** The first order asymptotics for the first step estimator \( \tilde{\theta} \) is

\[
\sqrt{T} (\tilde{\theta} - \theta) = -\frac{1}{2} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \frac{\partial_{\theta_j} m_{\theta t}^*}{\partial_{\theta_j}} \sqrt{T} (\tilde{\theta} - \theta) + \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \frac{\partial_{\theta_j} m_{\theta t}^*}{\partial_{\theta_j}} \sqrt{T} (\tilde{\theta} - \theta). \]

The FOC has the expansion

\[
0 = \left( \frac{1}{T} \sum_{t=1}^{T} m_{\theta t} \right)^{\prime} \left( \rho_1 \frac{\delta_{T}}{T} \sum_{t=1}^{T} m_{\theta t}^* m_{\theta t}^* \right)^{-1} \frac{1}{\sqrt{T}} \sum_{t=1}^{T} \tilde{m}_{\theta t}. \]

The FOC has the expansion

\[
0 = \left( \frac{1}{T} \sum_{t=1}^{T} m_{\theta t} \right)^{\prime} \frac{1}{\sqrt{T}} \sum_{j=1}^{k} \frac{\partial\tilde{m}_{\theta t}}{\partial_{\theta_j}} \sqrt{T} (\tilde{\theta} - \theta) \times \left( \rho_1 \frac{\delta_{T}}{T} \sum_{t=1-r_T}^{T+r_T} m_{\theta t}^* m_{\theta t}^* \right)^{-1} \times \frac{1}{\sqrt{T}} \sum_{j=1}^{k} \frac{\partial m_{\theta t}^*}{\partial_{\theta_j}} \sqrt{T} (\tilde{\theta} - \theta) + \frac{1}{2} \frac{1}{\sqrt{T}} \sum_{j=1}^{k} \sum_{t=1}^{T} \frac{\partial m_{\theta t}^*}{\partial_{\theta_j}} \sqrt{T} (\tilde{\theta} - \theta) \sqrt{T} (\tilde{\theta} - \theta), \]
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where $\theta^a$ and $\theta^b$ lie componentwise between $\hat{\theta}$ and $\theta$, and $\theta^1$ – between $\bar{\theta}$ and $\theta$. Because the first order asymptotics for $\hat{\theta}$ is $\sqrt{T}(\hat{\theta} - \theta) = -\Xi_T + O_p\left(1/\sqrt{T}\right)$, the expansion can be simplified to

$$0 = \left(\frac{1}{\sqrt{T}} \left[ \begin{array}{c} Q + \frac{1}{\sqrt{T}} \left( \Delta_{\theta m} - \sum_{j=1}^{k} E \left[ \frac{\partial m_{t u}}{\partial \theta_j} \right] e'_j \Xi_T \right) + O_p\left(\frac{1}{T}\right) \right] \right)' V^{-1} \times \left( I - \rho_2^{-1} \frac{\delta_T}{T} \sum_{t=1-r_T}^{T+r_T} m_t^e m_t^{e'} - \frac{1}{\sqrt{T}} \sum_{j=1}^{k} \sum_{u=-\infty}^{+\infty} E \left[ \frac{\partial m_{t u}}{\partial \theta_j} \right] e'_j \Xi_T \right) V^{-1} \times \left( \frac{1}{\sqrt{T}} O_p\left(\frac{\delta_T}{T} + \frac{1}{\theta_T} + \sqrt{T} \right) \right) \times \left( \frac{1}{\sqrt{T}} O_p\left(\frac{1}{T}\right) \right),$$

where the orders of the remainder in the middle follows by lemma 3(b). Simplifying,

$$o_p\left(\frac{1}{\sqrt{T}}\right) = Q' V^{-1} \left( \zeta_T + Q \sqrt{T}(\hat{\theta} - \theta) \right) - \frac{1}{\sqrt{T}} Q' V^{-1} \Delta_{\theta m} \Xi_T + \frac{1}{\sqrt{T}} \Delta_{\theta m} \Omega_T$$

$$- \frac{1}{\sqrt{T}} Q' V^{-1} \rho_2^{-1} \frac{\delta_T}{\sqrt{T}} \sum_{t=1-r_T}^{T+r_T} m_t^e m_t^{e'} \Omega_T + Q' \Omega_T$$

$$+ \frac{1}{2 \sqrt{T}} Q' V^{-1} \sum_{j=1}^{k} E \left[ \frac{\partial m_{t u}}{\partial \theta_j} \right] \Xi_T e_j - \frac{1}{\sqrt{T}} \sum_{j=1}^{k} E \left[ \frac{\partial m_{t u}}{\partial \theta_j} \right] \Omega_T e_j \Xi_T$$

$$- \frac{1}{\sqrt{T}} Q' V^{-1} \sum_{j=1}^{k} \sum_{u=-\infty}^{+\infty} E \left[ \frac{\partial m_{t u}}{\partial \theta_j} \right] \Omega_T e'_j \Xi_T.$$

Premultiplying by $-\Sigma$, expressing out $\sqrt{T}(\hat{\theta} - \theta)$, and taking expectations getting rid of terms of higher order, we obtain the first result using lemmas 2 and 3.

The FOC for the SGEL estimator are:

$$0 = \sum_{t=1-r_T}^{T+r_T} h_1 (\lambda' \hat{m}_t^\tau) \hat{m}_t^\tau,$$

$$0 = \sum_{t=1-r_T}^{T+r_T} h_1 (\lambda' \hat{m}_t^\tau) \hat{m}_{0t}^\tau \lambda.$$

Using lemma 3, we have the expansion of the FOC to $O_p\left(1/\sqrt{T}\right)$:

$$O_p\left(\frac{1}{\sqrt{T}}\right) = \zeta_T + Q \sqrt{T}(\hat{\theta} - \theta) + V \rho_2 \delta_T^{-1} \sqrt{T} \lambda,$$

$$O_p\left(\frac{1}{\sqrt{T}}\right) = Q' \rho_2 \delta_T^{-1} \sqrt{T} \lambda.$$
Premultiplying the first equation by $QV^{-1}$, adding the second and expressing out $\sqrt{T}(\hat{\theta} - \theta)$ and $\rho_2 \delta_T^{-1} \sqrt{T} \hat{\lambda}$, we get that $\sqrt{T}(\hat{\theta} - \theta) = -\varepsilon \zeta_T + O_p \left(1/\sqrt{T}\right)$ and $\rho_2 \delta_T^{-1} \sqrt{T} \hat{\lambda} = -\Omega \zeta_T + O_p \left(1/\sqrt{T}\right)$. Moreover, the leading term in an expansion of the product of these has expectation of order $o(1)$ according to lemma 2. Taking the second order expansion,

$$0 = \theta \begin{pmatrix}
- \frac{1}{\sqrt{T}} \sum_{t=1}^{T+r_T} m^*_t \n + \frac{1}{\sqrt{T}} \sum_{t=1}^{T+r_T} (m^*_\theta - Q) \n \left( V + \left( \rho_2^{-1} \delta_T \sum_{t=1}^{T+r_T} m^*_tm^*_\nu - V \right) \right) \rho_2 \sqrt{T} \delta_T^{-1} \hat{\lambda}\n+ \frac{1}{2\sqrt{T}} \sum_{j=1}^{k} \left[ \frac{1}{T} \sum_{t=1}^{T+r_T} \frac{\partial^2 h_1 \left( \lambda' \hat{m}^{*\nu} \right) \hat{m}^{*\nu}_t}{\partial \theta' \partial \theta_j} \right] \sqrt{T} \left( \hat{\theta} - \theta \right) \sqrt{T} \left( \hat{\theta}_j - \theta_j \right) \n+ \frac{1}{\sqrt{T}} \sum_{i=1}^{\ell} \left[ \frac{1}{T} \sum_{t=1}^{T+r_T} \frac{\partial^2 h_i \left( \lambda' \hat{m}^{*\nu} \right) \hat{m}^{*\nu}_t}{\partial \lambda' \partial \lambda_i} \right] \sqrt{T} \hat{\lambda} \sqrt{T} \hat{\lambda}_i,\n\end{pmatrix}$$

where $(\theta' \lambda')'$ lies between $(\hat{\theta}' \hat{\lambda}')'$ and $(\theta' \hat{\lambda}')'$ componentwise. By the first order asymptotics and lemma 4, after simplifications we get

$$0 = -\varepsilon \zeta_T - V \Omega \zeta_T - Q \sqrt{T} \left( \hat{\theta} - \theta \right) - V \rho_2 \delta_T^{-1} \sqrt{T} \hat{\lambda} + \frac{1}{\sqrt{T}} \Delta_{\theta m} \varepsilon \zeta_T$$

$$+ \frac{1}{\sqrt{T}} \rho_2^{-1} \delta_T \sum_{t=1}^{T+r_T} \hat{m}^*_t \hat{m}^*\nu \Omega \zeta_T - \frac{1}{2\sqrt{T}} \sum_{j=1}^{k} E \left[ \frac{\partial m^*_\theta}{\partial \theta_j} \right] \varepsilon \zeta_T \zeta'_j \varepsilon'_j$$

$$- \frac{1}{2\sqrt{T}} \sum_{i=1}^{\ell} \sum_{j=1}^{+\infty} \sum_{u=-\infty}^{+\infty} E \left[ \frac{\partial m^*_t \hat{m}^{*\nu}_{t-u}}{\partial \theta} \right] \sqrt{T} \left( \hat{\theta} - \theta \right) \rho_2 \delta_T^{-1} \sqrt{T} \hat{\lambda}_i$$

$$+ \frac{1}{\sqrt{T}} \sum_{i=1}^{+\infty} \sum_{u=-\infty}^{+\infty} \sum_{v=-\infty}^{+\infty} E \left[ \hat{m}^*_t \hat{m}^{*\nu}_{t-u} \right] \Omega \zeta_T \zeta'_T \Omega \varepsilon_i + \frac{1}{\sqrt{T}} O_p \left(1/\delta_T + \delta_T^3 / T\right),$$
\[ 0 = -Q' \rho_2 \delta_T^{-1} \sqrt{T} \lambda + \frac{1}{\sqrt{T}} \Delta_{\theta m} \Omega \zeta_T - \frac{1}{\sqrt{T}} \sum_{j=1}^k E \left[ \frac{\partial m'_{\theta t}}{\partial \theta_j} \right] \sqrt{T} \lambda \sqrt{T} \left( \hat{\theta}_j - \theta_j \right) \]

\[ - \frac{1}{2 \sqrt{T}} \sum_{i=1}^{\ell} \sum_{u=-\infty}^{+\infty} E \left[ m'_{\theta t} \left( e_i m_{t-u} + e_i m'_{t-u} \right) \right] \Omega \zeta_T' \zeta_T \Omega e_i + \frac{1}{\sqrt{T}} O_p \left( 1/\delta_T + \delta_T^2 / T \right). \]

Note that the remainders in both equations are \( o_p(1/\sqrt{T}) \) when assumption 4 holds.

Premultiplying the first equation by \( Q' V^{-1} \), adding the second equation, expressing out \( \sqrt{T} (\hat{\theta} - \theta) \), and taking expectations getting rid of terms of higher order, we obtain the last result using lemmas 2 and 3, and the fact that the bias component

\[ \frac{\Delta}{2} \sum_{i=1}^{\ell} \sum_{u=-\infty}^{+\infty} E \left[ m'_{\theta t} m_{i,t-u} + m'_{\theta t} e_i m'_{t-u} \right] E \left[ \Omega \zeta_T' \Omega \right] e_i \]

offssets \(-\sum E \left[ \Delta' \Omega \zeta_T \right] \) up to \( o(1) \). The bias expression for CU is a special case when \( h_3 = 0 \).

**Proof of Theorem 2.** From the first part of expansions in Lemma A4 of Newey and Smith (2004), the second order expansion for GMM and GEL are, respectively,

\[ \sqrt{T} \left( \hat{\theta}_{GMM} - \theta \right) = -\Xi \zeta_T + \frac{1}{\sqrt{T}} \Xi \Delta_{mm} \Omega \zeta_T + \frac{1}{\sqrt{T}} \Xi \Delta_{m} \zeta_T - \frac{1}{\sqrt{T}} \Xi \Delta' \Omega \zeta_T \]

\[ - \frac{1}{\sqrt{T}} \sum_{j=1}^{\ell} E \left[ \frac{\partial m_{\theta t}}{\partial \theta_j} \right] \Xi \zeta_T' \zeta_T \Xi' e_j + \frac{1}{\sqrt{T}} \sum_{j=1}^{\ell} E \left[ \frac{\partial m_{\theta t}}{\partial \theta_j} \right] \Xi \zeta_T' \zeta_T \Xi' e_j \]

\[ + \frac{1}{\sqrt{T}} \sum_{j=1}^{\ell} E \left[ \frac{\partial m'_{\theta t}}{\partial \theta_j} \right] \Xi \zeta_T' \zeta_T \Xi e_j + O_p \left( \frac{1}{\sqrt{T}} \right). \]

\[ \sqrt{T} \left( \hat{\theta}_{GEL} - \theta \right) = -\Xi \zeta_T + \frac{1}{\sqrt{T}} \Xi \Delta_{mm} \Omega \zeta_T + \frac{1}{\sqrt{T}} \Xi \Delta_{m} \zeta_T - \frac{1}{\sqrt{T}} \Xi \Delta' \Omega \zeta_T \]

\[ - \frac{1}{\sqrt{T}} \sum_{j=1}^{\ell} E \left[ \frac{\partial m_{\theta t}}{\partial \theta_j} \right] \Xi \zeta_T' \zeta_T \Xi' e_j + \frac{1}{\sqrt{T}} \sum_{j=1}^{\ell} E \left[ \frac{\partial m'_{\theta t}}{\partial \theta_j} \right] \Xi \zeta_T' \zeta_T \Xi' e_j \]

\[ + \frac{1}{\sqrt{T}} \sum_{j=1}^{\ell} E \left[ \frac{\partial m'_{\theta t}}{\partial \theta_j} \right] \Xi \zeta_T' \zeta_T \Xi e_j + O_p \left( \frac{1}{\sqrt{T}} \right). \]

Taking expectations of the leading 7 terms, we obtain the first and third conclusions using lemma 2. The bias expression for CU is a special case when \( h_3 = 0 \). Finally, the last conclusion follows from the observation that under the additional condition, \( E \left[ m_t m'_{t+u} \Omega m_t \right] = 0 \) and \( E \left[ m'_{\theta t} \Omega m_{t+u} \right] = 0 \) when \( u > 0 \).

Q.E.D.
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